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Abstract—The path planning of Unmanned Aerial Vehicle
(UAV) is a critical component of rescue operation. As impacted
by the continuity of the task space and the high dynamics of the
aircraft, conventional approaches cannot find the optimal control
strategy. Accordingly, in this study, a deep reinforcement learning
(DRL)-based UAV path planning method is proposed, enabling
the UAV to complete the path planning in a 3D continuous
environment. The deep deterministic policy gradient (DDPG)
algorithm is employed to enable UAV to autonomously make
decisions. Besides, to avoid obstacles, the concepts of connected
area and threat function are proposed and adopted in the reward
shaping. Lastly, an environment with static obstacles is built, and
the agent is trained using the proposed method. As has been
proved by the experiments, the proposed algorithm can fit a
range of scenarios.

Index Terms—Unmanned aerial vehicle, path planning, deep
reinforcement learning, reward shaping

I. INTRODUCTION

UAVs have broad applications in terrain mapping, search
and rescue. In different mission scenarios, autonomous path
planning can ensure the mission to be completed. Due to the
continuity of the task space and the high maneuverability of
the UAV, conventional methods cannot serve as optimal control
strategies. Nevertheless, reinforcement learning is capable of
performing continuous decision-making tasks in complex envi-
ronments. A global path planning method based on DQN was
proposed in [1], enabling mobile robots to effectively obtain
the optimal path in a dense environment. In [2], DQN was
employed to track targets in a two-dimensional air combat
environment. An optimized Double DQN method was pro-
posed in [3] for UAV path planning in dynamic environment
with potential enemy threats. However, the mentioned works
assumed that the task environment is a two-dimensional and
discrete space, so these methods could not satisfy engineering
requirements. In brief, this study, with the fixed-wing UAV
as the research background, proposes a path planning method
based on DDPG in a 3D continuous environment with aerial
obstacles.

II. PROBLEM FORMULATION

In this section, our UAV path planning system is presented
for simulation. First, the states and actions of this system are
elucidated. Next, the goals of the UAV are analyzed.
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A. State

The state of the UAV is defined by the position, velocity,
as well as acceleration. The motion state of the UAV at time
t + 1 is defined as:
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where p!,,, denotes the position of the UAV at time ¢; v,

uav
and a!,,, refer to the velocity vector and the acceleration

vector of the UAV during the time interval, respectively.

B. Action

The action is expressed as:

2

where @1 € [—m, 7| and o € [—2/m,2/7] indicate the yaw
and pitch angles of the UAV, respectively.

In terms of the dynamics of the UAV, the work of [4] is
largely referenced, so the dynamics is not elucidated here.

a; = [p1, P2

C. Goal

The UAV aims to maintain a distance from the obstacles
and reach the target area.

First, to guide the UAV to reach the target area, a reward
function R, related to the distance from the UAV to the target
point is expressed as following,

3)

where @(-) denotes normalization; || - || indicates L2 norm;
Ptarget Tefers to the position of the target point. Equation (3)
suggests that the farther the UAV from the target area, the
higher the negative reward it will get.

Second, to keep a certain distance from obstacles, a threat
function 7T is defined, representing the threat degree of the
obstacles on the path planning. The schematic diagram of
the task space is illustrated in Fig.1(b). As revealed from the
picture, Obstacle 1 and 2 are at the identical distance from
the UAV, whereas they impose threats to the path planning
task with different extents. Obstacle 2 is noticeably more
threatening to the task.
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Accordingly, the connected area [ is defined, namely, a
function about the position of the UAV and the target point.
Subsequently, the distance between the obstacle and the con-
nected area is defined as d;, as presented in Fig.1(b).

Task Space

Task Space

(a) (b)

Fig. 1. (a) The schematic diagram of the task space; (b) The definition of
the distance between the obstacle and the connected area.

When the obstacle is located at position 1, d; is the distance
from the obstacle to the UAV; when it is located at position 2,
d; is the distance from the obstacle to the line segment formed
by drone and target point; when it is located at position 3, d;
is equal to the distance from the obstacle to the target point.
Accordingly, the threat function 7" is written as following.

T = exp (1 N d?ninide> dl < dmin

0 dl > dmin

The negative value of 7' is taken as a penalty for the UAV
approaching obstacles and then employed in reward shaping.

2
min
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III. METHODOLOGY

In this section, features for the network input are developed,
and rewards are designed to solve the path planning problem.

A. DDPG

The path planning problem can be formulated as a Markov
decision problem (MDP) in math. DDPG refers to a model-
free algorithm to solve the MDP problem, i.e., decision-
making process is independent of the system dynamics. For
the process of DDPG, reference [5] is primarily referenced,
so such process is not elucidated here.

B. Feature

Unlike inputting the system state directly into the network,
we design the feature s; which reflects the relative information
of the goal. Besides, we normalize it to speed up DRL
convergence.

T
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C. Reward shaping

Reward refers to one of the critical points of reinforcement
learning, which largely determines the performance of the
algorithm. In this study, a reward function is designed to guide
the UAV to reach the target area, while ensuring its safety. The
setting of the reward function is listed in Table 1. Ry and T’
have already been mentioned above.
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TABLE I
THE SETTING OF REWARD FUNCTION.

State Value
UAV arrives within 1km of the target 10
UAV moves away from or close to the target Ry
Connected area is away from or close to obstacles -T
UAV collides with obstacles -2

IV. EXPERIMENTS

The proposed method is trained in the environment with
static obstacles. The task space for the UAV is a cuboid, 15
km in length (from -7.5 km to 7.5 km), 15 km in width (from
-7.5 km to 7.5 km), as well as 7.5 km in height (from 0.5 km
to 8 km). Obstacles and threat areas are simplified to spheres.
At each episode, the target point and obstacles exhibit random
locations.

The smoothed curves of the cumulative rewards in the
different training environments are plotted in Fig.2. The figure
reveals that the network converges at the number of obstacles
as 5, 10, and 15. The optimal trajectory planned by the
proposed method is illustrated in Fig.3. As revealed from the
figure, the proposed method is capable of guiding the UAV to
avoid obstacles successfully, and the path is short.
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Fig. 2. (a) Smoothed curves of cumulative rewards obtained from a range of
static situations with the proposed method; (b) Diagram of optimal trajectory
planned by the proposed method (the orange sphere, blue spheres, and the
green line represent target area, threat area and UAV path).
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